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FIG. 1B
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Super Plenoptic Lens with Vista Vision Camera
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FIG. 5A

Super Plenoptic Lens with RedOne Camera
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OBJ: -20.00 mm

OBJ: 0.00 mm

OBJ: -36.00 mm
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FIG. 9
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1
SUPER LIGHT FIELD LENS WITH FOCUS
CONTROL AND NON SPHERICAL LENSLET
ARRAYS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application is a continuation of International Appli-
cation No. PCT/US2011/031136, filed Apr. 4, 2011, entitled
“Super Light-Field Lens with Focus Control and Non-Spheri-
cal Lenslet Array.” This application is also a continuation-in-
part of U.S. application Ser. No. 12/717,842, filed Mar. 4,
2010, entitled “Super Light Field Lens,” which claims the
benefit of U.S. Provisional Application Ser. No. 61/252,996,
filed Oct. 19, 2009, entitled “Super Light Field Lens.”

BACKGROUND

The present invention relates generally to optical systems,
and more particularly to light field imaging systems or ple-
noptic imaging systems.

In prior light field gathering systems, or plenoptic imaging
systems, a prime lens typically focuses light onto a lenslet
array positioned close to the focal plane of the prime lens. The
lenslet array includes a plurality of microlenses that each
refracts light to thereby form a plurality of microlens images
that are collected by a sensor located proximal the focal plane
of the microlenses. Typically this distance to the sensor is on
the order of a couple to a few millimeters (mm) from the
lenslet array as determined by the aperture and f# of the
microlenses. Hence, prior systems were constrained as they
could not be used with cameras which typically require a
minimum lens clearance of about 30 to 40 mm, which far
exceeds the 3 or 4 mm clearance provided by the lenslet array.
Further, adapting cameras to work with such a plenoptic
imaging system can be a costly and onerous solution.

Therefore it is desirable to provide systems and lenses that
overcome the above and other problems, including lens sys-
tems that mate with cameras.

BRIEF SUMMARY

The present invention provides light field imaging systems,
and in particular light field lenses that can be mated with a
variety of conventional cameras (e.g., digital or photographic/
film, image and video/movie cameras, and DSLR cameras) to
create light field imaging systems. Light field data collected
by these light field imaging systems can then be used to
produce 2-dimensional (2D) images, right eye/left eye 3D
images, to refocus foreground images and/or background
images together or separately (depth of field adjustments),
and to move the camera angle, to name a few examples. The
data can also be used to render and manipulate images using
a computer graphics rendering engine such as RenderMan®
for example in a post-production process.

In one embodiment, a light field imaging system includes a
field lens, a lenslet array positioned proximal the focal plane
of the field lens and a relay optical element configured to
gather the light field refracted by the lenslet array, to collimate
the light field and to focus the light field onto an image plane.
A sensor, such as a CCD sensor, a CMOS sensor or photo-
graphic film may be located proximal the image plane to
capture resulting images.

In one embodiment, a super plenoptic lens is provided that
includes a field lens and a lenslet array positioned proximal
the focal plane of the field lens. The lens also includes relay
optical elements configured and arranged to collimate and
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focus light refracted by the lenslet array onto an image plane.
A sensor, such as a CCD sensor, a CMOS sensor or photo-
graphic film may be located proximal the image plane to
capture resulting images.

In certain aspects, a field lens can be used with a prime lens
(or any other fixed focal length lens) or a zoom lens. Also, any
prime lenses with a large numerical aperture may be used,
such as master prime lenses.

In one embodiment, each element of the plenoptic imaging
system is interchangeable during use. For example, the lenslet
array (e.g., a lenslet array element) may be interchanged, the
prime lens may be interchanged, and the camera or sensor
system itself may be interchanged to facilitate adaptability
during use. Software stored in a controller system can include
preset information, calibration information, etc. for use in
controlling the plenoptic camera depending on the particular
characteristics of the components being used.

In one embodiment, a method of calibrating a superple-
noptic lens having a lenslet array is provided. The method
typically includes obtaining a field of images including a
plurality of images, each lenslet image corresponding to a
lenslet in the lenslet array, filtering the field of images, iden-
tifying a plurality of extrema in the filtered images, and using
the extrema to determine locations and spacings of the lenslet
images. The extrema may be maxima, e.g., peaks, or minima.
In certain aspects, filtering the field image includes perform-
ing an autocorrelation.

According to another embodiment, a method is provided
for processing an image acquired using a plenoptic camera
having a lenslet array element comprising a plurality of len-
slets arranged in an array, the lenslet array element being
positioned to refract light from a field lens to a relay lens, the
relay lens being positioned and configured to gather light
refracted from the lenslet array and to focus the gathered light
onto a sensor element. The method typically includes acquir-
ing an image of a light field using the sensor element, the
acquired image including an array or matrix of individual
lenslet images, determining depth information for the light
field using the acquired image, and adjusting the image using
the depth information for the light field to produce an adjusted
image. The adjusted image may represent a new camera (e.g.,
different angle or position of the camera), or it may include
different features in focus, or it may include a 2-D or a 3-D
representation. In certain aspects, adjusting includes adjust-
ing the focus of features of the image such that different
image planes in a scene are in focus. In certain aspects,
adjusting includes changing one of a camera angle or camera
position with respect to one or more objects in the acquired
image using a post-acquisition process. In certain aspects,
adjusting includes one of moving the camera position forward
or backwards, panning the camera, tilting the camera or
zooming the camera. In certain aspects, the method is
executed for a series of images, e.g., for motion picture pro-
cessing.

Various embodiments described herein advantageously
allow for the lens to gather the light field rather than a camera
or sensor. Lenses according to various embodiments can be
configured with appropriate optical manipulation character-
istics and physical dimensions to allow for coupling with a
variety of cameras.

In certain aspects, the system has a small form factor to
facilitate portable use. For example, the system could attach
to the back of a camera rig and the camera and data system
could both rest on an operator’s shoulder. The data system in
certain aspects is configured to operate using internal battery
power, but could also operate using a connection to an exter-
nal power source.
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According to one embodiment, a system for plenoptic pho-
tography is provided. The system typically includes a lenslet
array element including a plurality of non-spherical-shaped
lenslets arranged in an array, and a sensor element. The sys-
tem also typically includes an optical relay element posi-
tioned between the lenslet array element and the sensor ele-
ment, the relay element being configured to gather light
refracted from the lenslet array and to focus the gathered light
on to the sensor element. In certain aspects, the non-spheri-
cal-shaped lenslets include polygonal-shaped lenslets. In cer-
tain aspects, the non-spherical-shaped lenslets include hex-
agonal-shaped lenslets.

According to another embodiment, a lenslet array element
is provided that typically includes an optical flat, and a plu-
rality oflenslet features etched on the optical flat, the plurality
of lenslet features includes a plurality of non-spherical-
shaped lenslets arranged in an array. In certain aspects, the
non-spherical-shaped lenslets include polygonal-shaped len-
slets. In certain aspects, the non-spherical-shaped lenslets
include hexagonal-shaped lenslets.

According to yet another embodiment, a lenslet array ele-
ment is provided that typically includes an optical flat, a
plurality of lenslet features arranged on the optical flat, and a
fiducial mark feature on the optical flat, e.g., that allows or
facilitates alignment of the lenslet array element in an optical
system. The mark may include a flat edge or flattened portion
of the optical flat.

According to another embodiment, a plenoptic camera is
provided that typically includes a prime lens having a focal
plane, a first focusing element coupled with the prime lens
and configured to adjust a position of the prime lens along an
optical axis, and a lenslet array element positioned proximal
to the focal plane. The camera also typically includes a second
focusing element coupled with the lenslet array element and
configured to adjust a position of the lenslet array element
along the optical axis, a relay element configured to collimate
light refracted by the lenslet array and to focus the light onto
an image plane, and a sensor positioned at the image plane.

According to still a further embodiment, a plenoptic cam-
era is provided that typically includes a prime lens having a
focal plane, a lenslet array element positioned proximal to the
focal plane, and a relay element, including a field lens, and
configured to collimate light refracted by the lenslet array and
to focus the light onto an image plane. The camera also
typically includes a sensor positioned at the image plane, and
at least a first focusing element coupled with one of the prime
lens or the lenslet array or the field lens, and configured to
adjust a position of the prime lens or the lenslet array or the
field lens along an optical axis. In certain aspects, the camera
further includes a second focusing element coupled with and
configured to adjust one of the other of the prime lens or the
lenslet array or the field lens along an optical axis.

Reference to the remaining portions of the specification,
including the drawings and claims, will realize other features
and advantages of the present invention. Further features and
advantages of the present invention, as well as the structure
and operation of various embodiments of the present inven-
tion, are described in detail below with respect to the accom-
panying drawings. In the drawings, like reference numbers
indicate identical or functionally similar elements.

BRIEF DESCRIPTION OF THE DRAWINGS

The patent or application file contains at least one drawing
executed in color. Copies of this patent or patent application
publication with color drawing(s) will be provided by the
Office upon request and payment of the necessary fee.
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FIGS. 1A and 1B illustrate a relay element according to
one embodiment.

FIGS. 2A and 2B are views of a more detailed example of
a housing structure according to one embodiment; FIG. 2A
shows a side cross-section view, while FIG. 2B shows a side
view, end view, and perspective view.

FIG. 3 is an example of optical elements for a specific light
field imaging system according to one embodiment.

FIG. 4 is a block diagram of a computer system that may be
used to practice embodiments of the present invention.

FIGS. 5A and 5B illustrate two pictures of a lens according
to one embodiment; FIG. 5A shows a lens coupled with a film
camera and FIG. 5B shows a lens coupled with a digital
camera.

FIGS. 6 and 7 illustrate examples of relay lenses having
specific arrangements of optical elements according to cer-
tain embodiments.

FIG. 8 shows a Polychromatic Diffraction MTF (Modula-
tion Transfer Function) for a super plenoptic lens.

FIG. 9 illustrates a spot diagram for a super plenoptic lens.

FIG. 10 illustrates a graph of Lens f# vs. Lenslet f# vs.
f-stops of a Prime lens.

FIG. 11 illustrates a graph of lenslets vs. image circle
diameter for various light field cameras.

FIG. 12 illustrates image circle metadata for a superple-
noptic lens as shown in FIG. 7.

FIGS. 13A-13C show lenslet vs. image circle metadata for
the lens of FIG. 7.

FIG. 14 shows data for various motion picture prime
lenses.

FIG. 15 shows a method of calibrating images according to
one embodiment.

FIG. 16 shows an example of an autocorrelation image
showing peaks or extrema.

FIG. 17 shows an example of a histogram for the inter-peak
distances.

FIG. 18 illustrates an example of a lightfield image cap-
tured using a plenoptic lens.

FIG. 19 illustrates elements of a focus controller system
according to one embodiment.

FIG. 20 illustrates an example of a lenslet array element
(shown as an optical flat with no visual detail shown of the
lenslets, which can be circular, non-circular, e.g., hexagonal,
etc.) according to one specific embodiment.

FIG. 21 illustrates an example of hexagonal-shaped lenslet
packing according to one embodiment.

DETAILED DESCRIPTION

FIGS. 1A and 1B illustrate a relay element according to
one embodiment. As shown in FIG. 1A, a first set of optical
elements in the front tube (including a field lens such as a
prime lens) receives light refracted by the lenslet array (not
shown) and collimates and focuses that light onto a second set
of'optical elements in the rear tube, which focus the light onto
an image plane (not shown). A sensor, e.g., CCD, CMOS or
film, positioned at the image plane receives and records
image(s). FIG. 1B shows a perspective view of an example of
a housing structure (e.g., lens barrel), with the relay lens on
the left side.

In certain aspects, the field lens, lenslet array and relay
optical elements are contained within a housing structure
(e.g., lens barrel) that allows for adaption of distance between
the various elements, e.g., by manual rotation or manipula-
tion, or by electronic control via a controller subsystem.
FIGS. 2A and 2B are views of a more detailed example of a
housing structure (e.g., lens barrel), including elements (e.g.,
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threads, bearings) to allow for manipulation and adjustment
of spacings of optical elements according to one embodi-
ment; FIG. 2A shows a side cross-section view; FIG. 2B
shows a side view, end view, and perspective view. In certain
aspects, the various optical elements are contained within a
housing structure at fixed distances.

FIG. 3 is an example of optical elements for a specific light
field imaging system according to one embodiment. It should
be understood that the dimensions and specific elements may
be changed as would be apparent to one skilled in the art
based on the teachings herein. Light is focused by the field
lens onto a focus plane (approximately 45 mm-108.5 mm
from the prime in this example). A field lens can include a
prime lens (or any other fixed focal length lens) or a zoom
lens. A lenslet array positioned proximal the focus plane
refracts the light into a plurality of images. The light refracted
by the lenslet array is collected, collimated and focused by the
first set of optical elements onto a second set of optical ele-
ments as shown. The second set of optical elements is con-
figured and arranged to focus that light onto an image plane as
shown. Again, a sensor located proximal the image plane
collects image data (e.g., digital data in the case of CCD or
CMOS sensors, or latent images in the case of film). In the
example shown, the image plane is approximately 240
mm-300 mm from the lenslet array/focal plane of the prime.
In certain aspects, with appropriate selection and/or adjust-
ment of elements in the relay lens, the distance between the
image plane and the lenslet array can be set at, or adjusted to
be, from about 30 mm to about 300 mm or greater.

FIGS. 6 and 7 illustrate examples of relay lenses having
specific arrangements of optical elements according to cer-
tain embodiments.

In certain aspects, it is desirable that the f# of the prime
match the f# of the lenslet array to allow for better image
separation at the lenslet array. In certain aspects, the f# of the
prime should be the same as or less than the f# of the lenslet
array. For example, a prime having /2.8 or /4 would work
well with a lenslet array having /2.8, or f/4, respectively.

In certain aspects, it is desirable to take the output of the
light field image system and process the image data, e.g., to
convert it to different formats for post processing functions
such as depth map formats for compositing, manipulating and
rendering 2D images, to produce right eye/left eye 3D
images, to refocus foreground images and/or background
images together or separately (depth of field adjustment), and
to move the camera angle, etc. According to one embodiment,
a process for such a pipeline begins with camera data acqui-
sition (e.g., acquire raw image files), then camera calibration
(e.g., process and store calibrated light fields) and then light
field rendering (e.g., to produce DPX, TIFF, EXR or zmap
files or other file types). For digital sensors, an interface with
a storage subsystem or computer system allows for data trans-
fer. For film, scanning of images using a film scanner can be
performed to produce digital data.

FIG. 4 is ablock diagram of a computer system that may be
used to practice embodiments of the present invention, in
particular image data calibration (see below), data processing
and image manipulation and rendering. FIG. 4 is merely
illustrative of an embodiment incorporating the present
invention and does not limit the scope of the invention as
recited in the claims. One of ordinary skill in the art would
recognize other variations, modifications, and alternatives.

In one embodiment, computer system 400 typically
includes a 2D or 3D monitor 410, computer 420, a keyboard
430, a user input device 440, computer interfaces 450, and the
like.
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In various embodiments, user input device 440 is typically
embodied as a computer mouse, a trackball, a track pad, a
joystick, wireless remote, drawing tablet, voice command
system, eye tracking system, and the like. User input device
440 typically allows a user to select objects, icons, text and the
like that appear on the monitor 410 via a command such as a
click of a button or the like.

Embodiments of computer interfaces 450 typically include
an Ethernet card, a modem (telephone, satellite, cable,
ISDN), (asynchronous) digital subscriber line (DSL) unit,
FireWire interface, USB interface, and the like. For example,
computer interfaces 450 may be coupled to a computer net-
work, to a FireWire bus, or the like. In other embodiments,
computer interfaces 450 may be physically integrated on the
motherboard of computer 420, and may be a software pro-
gram, such as soft DSL, or the like.

In various embodiments, computer 420 typically includes
familiar computer components such as a processor 460, and
memory storage devices, such as a random access memory
(RAM) 470, disk drives 480, a GPU 485, and system bus 490
interconnecting the above components.

In some embodiments, computer 420 includes one or more
Xeon microprocessors from Intel. Further, in one embodi-
ment, computer 420 includes a UNIX-based operating sys-
tem.

RAM 470 and disk drive 480 are examples of tangible
media configured to store data such as image files, models
including geometrical descriptions of objects, ordered geo-
metric descriptions of objects, procedural descriptions of
models, scene descriptor files, shader code, a rendering
engine, embodiments of the present invention, including
executable computer code, human readable code, or the like.
Other types of useful tangible media include floppy disks,
removable hard disks, optical storage media such as CD-
ROMS, DVDs and bar codes, semiconductor memories such
as flash memories, read-only-memories (ROMS), battery-
backed volatile memories, networked storage devices, and
the like.

In various embodiments, computer system 400 may also
include software that enables communications over a network
such as the HTTP, TCP/IP, RTP/RTSP protocols, and the like.
In alternative embodiments of the present invention, other
communications software and transfer protocols may also be
used, for example IPX, UDP or the like.

In some embodiments of the present invention, GPU 485
may be any conventional graphics processing unit that may be
user programmable. Such GPUs are available from NVIDIA,
ATT, and other vendors. In this example, GPU 485 includes a
graphics processor 493, a number of memories and/or regis-
ters 495, and a number of frame buffers 497.

FIG. 4 is representative of a computer system capable of
embodying the present invention. It will be readily apparent
to one of ordinary skill in the art that many other hardware and
software configurations are suitable for use with the present
invention. For example, the computer may be a desktop,
portable, rack-mounted or tablet configuration. Additionally,
the computer may be a series of networked computers. Fur-
ther, the use of other microprocessors are contemplated, such
as Pentium™ or Itanium™ microprocessors; Opteron™ or
AthlonXP™ microprocessors from Advanced Micro
Devices, Inc; and the like. Further, other types of operating
systems are contemplated, such as Windows®, Win-
dowsXP®, WindowsNT®, or the like from Microsoft Corpo-
ration, Solaris from Sun Microsystems, LINUX, UNIX, and
the like. In still other embodiments, the techniques described
above may be implemented upon a chip or an auxiliary pro-
cessing board.
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FIGS. 5A and 5B illustrate two pictures of a lens according
to one embodiment; FIG. 5A shows a lens coupled with a film
camera and FIG. 5B shows a lens coupled with a digital
camera.

Lenslet Array Elements

In certain embodiments discussed above, the lenslet array
includes a plurality of circular shaped lenslets arranged in an
array. In another embodiment, a lenslet array, or a lenslet
array element, includes a plurality of polygonal shaped len-
lets arranged in an array. With spherical shaped lenslets, even
for a densely packed array, approximately 24% of the image
may be lost due to the packing constraints of spherical shaped
features. Polygonal shaped elements can advantageously be
more densely packed so that less image is lost due to greater
coverage of the area of the lenslet array element by the indi-
vidual lenslets. FIG. 21 illustrates an example of hexagonal-
shaped lenslet packing according to one embodiment. For
example, with hexagonal shaped lens-let packing (forusein a
plenoptic lens) the loss may be reduced to about 10 to 12%,
advantageously providing a substantial gain in resolution. In
general, hexagonal features provide for the densest packing in
a plane and minimize wastage. In certain aspects, a packing
density of between about 100 lenslets per (linear) inch and
about 300 per inch or more can be used. Other polygonal and
non-spherical shapes or geometries may be used. Addition-
ally, differently shapes/geometries of lenslets may be used,
and/or different sizes of lenslets may be used to form the array
of lenslets.

In another embodiment, a doublet lenslet array element is
provided (compared to a single lenslet array element dis-
cussed above). In this embodiment, two lenslet array ele-
ments are glued or otherwise bonded together to form a dou-
blet lenslet array element. Each individual lenslet array
element includes a plurality of lenslets arranged in an array. In
this embodiment, light from the field lens interacts with (e.g.,
is refracted by) the first lenslet array, and then interacts with
the second lenslet array. Such an arrangement advanta-
geously allows for reduced diameter of the optical compo-
nents of the relay lens, for example. With a single lenslet
array, for example, diffraction at the edges may provide a 35
degree angle (growing, away from optical axis), whereas with
the doublet arrangement, diffraction at the edges of the dou-
blet provides a decreased angle, for example 20 degrees,
thereby providing a reduced diameter light field. This in turn
allows for a smaller barrel housing size. It is important that
each lenslet in the doublet includes a different material. For
example, in certain aspects, one lenslet array element of the
double can be a positive lens and the other lenslet array
element can be a negative lens, with the combination/doublet
forming a positive lens. Chromatic aberration is advanta-
geously be reduced with a doublet arrangement, and the
refraction angle is advantageously reduced as well as the
barrel size needed. Any of a variety of optical materials/
glasses may be used as desired for the appropriate design
specifications, e.g., f#, packing density, etc. Examples of
useful optical materials include fused silica, borosilicate,
fused quartz, etc. In general any pairing of crown and flint
glass may be used.

Calibration

A superplenoptic lens, such as disclosed herein, makes
images using a lenslet array. Each image is a rectangular array
of sub-images, one per lenslet. Pixels in the lenslets are
indexed by 4-dimensional coordinates—2 dimensions to
select a sub-image and 2 further coordinates to select pixels
from the sub-images. In one embodiment, the pixel coordi-
nates are taken to range from -4 to V2 across each sub-image,
so the nominal size of the sub-image is 1x1, with its center at
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coordinate (0,0). Because the sub-images are indexed with
integers, the 4 coordinates can be reduced down to 2 numbers
by addition, so the integer parts of the 2-dimensional coordi-
nates identifies the sub-image and the fractional parts (e.g.,
between -0.5 and 0.5) select pixels within sub-images.

To use images captured by a superplenoptic lens, it is
necessary to map coordinates in lenslet space to coordinates
in the image. The mapping can be approximated well with an
affine transformation, possibly combined with a radial distor-
tion term. The calibration process approximates the lenslet-
to-sensor mapping, starting with a frame captured by the
superplenoptic camera. No special calibration target is
required, any well-lit frame will do. The calibration proce-
dure relies on the fact that due to vignetting by the lenslets, the
sub-images are mostly bright in the middle and black near the
corners.

In certain embodiments, an autocorrelation of the calibra-
tion image is first calculated. This value will be large at
positions corresponding to multiples of the lenslet spacing
(and at other points, due to noise). Peaks are extracted from
the autocorrelation and a histogram of pairwise distances
between the peaks is made. The first local maximum of the
histogram (above a certain noise threshold) gives an estimate
of the lenslet spacing. It should be appreciated that minima
could also be used. Second, the estimated spacing is used as
the filter width of a low-pass filter that is run over the original
image. This blurs out all details within the lenslets, leaving
(mostly) only bright spots centered on the lenslet centers.
Another peak-detection pass selects candidate lenslet centers
from the filtered image.

Next, the candidate list is culled; for each candidate, the
number of neighboring points within a certain percentage
(e.g., 20%) of the original lenslet spacing estimate is counted.
If there are exactly 4 such neighbors, the candidate point is
accepted. By walking the neighbor graph of the accepted
points, a lenslet number is assigned to each. Finally, a least-
squares fit of the lenslet-to-sensor mapping fitting is applied
to the assigned lenslet numbers and measured locations of
each acceptable candidate.

As discussed above, in order to use the images taken using
a plenoptic lens according to the embodiments described
herein, it is desirable to calibrate the images to determine the
locations and dimensions of the lenslet images within each
image. According to one embodiment, a method 1500 of
calibrating images is shown in FIG. 15. In step 1510, an image
is acquired. The image acquired (e.g., lenslet image) includes
an array or matrix of individual lenslet images. FIG. 18 illus-
trates an example of a lightfield image captured using a ple-
noptic lens. As can be seen, the lightfield image includes a
plurality of tiny images taken from different viewpoints.

Certain features of the image are sufficiently unknown that
it is difficult to know the dimensions of each lenslet image.
For example, the angle of the lenslet array relative to the
image plane (sensor) is not known and the magnification of
the relay lens is not sufficiently known. Even with robust
components, the image plane angle may vary from shot to
shot due to movement of the camera, for example, as the
camera and components are not sufficiently rigid. For
example, over a range of 20 pixel images, movement might be
on the order of 0.5 pixels, whereas a 0.1 pixel or better
resolution is generally needed. Also, the lenslet array may be
canted relative to the image plane; the angular deviation of the
lenslet array to the sensor array is typically on the order of 0.5
degrees or less. Therefore, the dimensions of the lenslet
images are not sufficiently known.

In step 1530, an optional autocorrelation function is
applied to auto-correlate the lenslet images to determine
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spacing parameters of the lenslet images. Generally, the auto-
correlation function involves convolving the lenslet array
image with itself, the image is correlated with itself at difter-
ent offsets and it becomes desirable to identify the offset that
lines up identical features in the various lenslet images. In
certain embodiments, an a priori estimate of the lenslet spac-
ing could be used in place of autocorrelation. In general,
autocorrelation is used to determine what filter to use when
filtering the field image to enhance the peaks. Hence, in one
embodiment, a step of identifying a peak enhancement filter
is performed before a step of filtering the field image, where
autocorrelation is one way used to identify a peak enhance-
ment filter.

In one embodiment, an optional blur filter is applied to the
lenslet images at step 1520 before auto-correlation. This is
done to remove detail from the images as detail in the images
is not important for determining spacings, dimensions and
locations of the lenslet images. Generally any blur filter may
be used as no parameters need to be tuned.

The result of the autocorrelation step 1530 produces an
image of regularly spaced spikes or peaks representing all
possible offsets. An example of the autocorrelation image
showing peaks is shown in FIG. 16. In step 1540, a histogram
of inter-peak distances is created for all possible pairs of
peaks (or a subset of all pairs of peaks). For example, a list of
x and y coordinates for the peaks is created, and for each peak,
a list of distances between all other peaks is determined. FIG.
16 shows distances for the three closest peaks to peak 1601. A
histogram of inter-peak distances is then formed. An example
of such a histogram is shown in FIG. 17. As can be seen, a
series of histogram peaks results. Generally, the first histo-
gram peak represents a good estimate of the lenslet size (e.g.,
the spacing between peaks represents a good estimate for the
vertical and horizontal dimension of each lenslet image in the
array). In general, there may be some noise, due to for
example peaks such as peak 1603, in this case the inter-peak
distance between peak 1602 and 1603 creates a noise count. If
desired, in one embodiment, noise can be reduce by removing
a portion of the data, for example removing all histogram
peaks below a threshold value from the data. In certain
aspects, the threshold value is set at a percentage (e.g., 5, 10
or 15 percent of the max histogram peak height).

In step 1550, directions of the lenslet images are deter-
mined. As above, the lenslet images may be canted relative to
the image plane, e.g., by about 0.5 degrees or so. In one
embodiment, the directions of vectors representing the clos-
est peaks along x and y directions (based on the x-y coordi-
nates of peaks) are sorted into two buckets, or bins, and
averages are taken of each bucket to determine average per-
pendicular inter-peak directions. Because the cant s typically
less than 0.5 degrees, one bucket will generally consist of
vectors having a predominant x component, and the other will
consist of vectors having a predominant y component. Hence
the average of each bucket provides an estimate of the direc-
tions between lenslet images.

In step 1560, the center positions of the lenslet images are
determined. In one embodiment, this is done by first assum-
ing that the corner is at the origin. All images are then added
up, which typically results in a black spot oriented in the
center of the composite image. The position of this spot
relative to the corner can be used to determine the offset to
determine the position of the corner of a lenslet image. Each
center spot should have exactly 4 neighbors at correct dis-
tances in a matrix; lenslet coordinates can be assigned to each
center (e.g., with an arbitrary coordinate assignment for the
matrix origin) and a least squares fit can be used to obtain the
calibration matrix.
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It should be appreciated that the calibration methodologies
described herein may be performed offline after image cap-
ture, or they may be performed in real time as images are
being captured.

Calibration Function

One embodiment of a calibration function includes a
simple affine transformation. That is, it is assumed that there
is a linear relationship between lenslet coordinates and pixel
coordinates. There are six parameters, (e.g.,a, b, ¢, d, e, and f)
such that if (x,y) is a point in lenslet space and (X,Y) is a point
in pixel coordinates, then:

X=ax+by +c

Y=dx+ey+f

The least-squares optimization to find a, b, ¢, d, e, and f works
as follows:
Given a bunch of pairs of corresponding points

(XKLL YD, i)y [i]),0<=i<n

(those are the output of the first few phases of the calibration
procedure), the total squared calibration error for the pairs is:

double error=0;

for(i=0;i<N;i++){
double dx=a*x[i]+b*y[i]+c-X[i];
double dy=d*x[i]+e*y[i]+f-Y[i];
error+=dx*dx+dy*dy;

}

The optimization process calculates (a, b, ¢, d, e, and f) to
minimize this error term. In certain aspects, Newton’s method
is used to find a zero of the gradient of the error. The same
method works for any calibration function that is suitably
continuous in its parameters.

In some cases, it may be desirable to correct for radial
distortion of the relay lens as well. In this case, the calibration
function can be made slightly more complex and a few more
parameters can be added to be optimized. For example, in
addition to the affine parameters (a, b, ¢, d, e, and f), there
could be three more parameters (g, h, and j) that specify the
center of the radial distortion and its intensity:

u=ax+by +c-g
v=dx+ey+f~h
r=1+j(P+7?)
X=ur+g

Y=vr+h

The affine part characterizes the shape and orientation of
the lenslet array. The distortion part characterizes the relay
lens. One can make more complicated radial distortion mod-
els by adding terms with higher even powers of u*+v> (and
corresponding extra parameters). In certain embodiments, j
substantially equal to 0 and g and h are irrelevant, since they
cancel out when j=0.

Collimated Pinholes

In certain aspects, it is desirable to be able to calibrate the
camera using the scene footage the camera crew shot as
discussed above. In certain circumstances where that may be
infeasible a flat white field can be used. In this case, the
lenslets produce vignetted images of the field from which
lenslet corners and centers can be easily located as discussed
above. In another embodiment, a calibration image that puts
atiny spot at the center of each lenslet is used. To accomplish
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this, in one embodiment, the field lens is replaced with an
illuminated pinhole at the focal plane of a collimating lens. In
this case, the order of the elements in the assembly would be

Light source

Pinhole

Collimator

Lenslet array

Relay lens

Sensor
The effect is to project the image of the pinhole out to infinity.
This configuration sends a bundle of parallel rays to the
lenslet array, which will focus the rays at the lenslet centers (if
the pinhole is carefully centered to start with.) Then, the
lenslet centers can be located to sub-pixel precision by com-
puting the centroids of the projected pinhole images. Either
target choice (flat field or collimated pinhole) allows for a list
of candidate lenslet locations to be obtained, which can be
used to drive the rest of the calibration process.

Depth Estimation

After acquisition of raw frames from the plenoptic camera,
the images are processed to densely recover depth in the
original scene. For the sake of this description, consider that
each lenslet image consists of a square nxn matrix of pixel
values. If a corresponding pixel is extracted from each of the
lenslet images and they are arranged as an image, nxn images
of the original scene can be produced, each imaged from a
particular different position on the main field lens. Because
these images are obtained from a precision, calibrated screen
of precisely determined dimension, the relative world space
shifts in viewpoint between all these virtual images are
known. This reduces the dimensionality of the search needed
to be performed relative to other less constrained multiple
view stereo algorithms. Instead of recovering individual cam-
era positions for each of the nxn cameras, one can solve for
their median position.

After recovering the camera position, depth can be deter-
mined by directly measuring the disparity of each pixel in the
image, and from the disparity and the world space coordinate
information, the relative depth of each pixel can be deter-
mined. Super-resolution techniques are then used to combine
all of the images back together along with depth information,
and generate a layered depth image which can be used by
more conventional compositing tools that implement depth-
based compositing.

Image Processing

According to certain embodiments, using the image infor-
mation obtained from the plenoptic camera, various compu-
tational processes can be applied to the image information to
modify and produce images with varied characteristics.
Examples include producing 2D or 3D images, depth of focus
changes for still images as well as for motion pictures (series
of' images), adjusting focus points in images, changing cam-
era angles or creating new camera views, selectively focusing
on near field or far field separately or simultaneously. It
should be appreciated that the image processing methodolo-
gies described herein may be performed offline after image
capture, or they may be performed in real time as images are
being captured.

Depth of Focus changes can be applied for motion pictures
as well as to still shots. In this case, a shot in live action can
have the fore/middle and/or far ground in focus simulta-
neously. See, e.g., Light Field Photography with a Hand-held
Plenoptic Camera by Ren Ng, Marc Levoy, Mathieu Bredif,
Gene Duval, Mark Horowitz, Pat Hanrahan, Siggraph 2005;
and The Light Field Camera: Extended Depth of Field, Alias-
ing and Super-resolution by Tom E. Bishop and Paolo Favaro,
IEEE TRANSACTIONS ON PATTERN RECOGNITION
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AND MACHINE INTELLIGENCE, each of which is incor-
porated by reference in its entirety, for techniques for produc-
ing depth of focus changes.

In one embodiment, extracting depth information from
light fields involves extracting depth information from the
lenslet images in multi-view stereo. For example, with mul-
titudes of lenslet images, e.g., approximately 20,000 to
25,000 lenslet images, in a typical scene, multi-view stereo
can be done either directly on lenslet images or low resolution
images can be constructed by taking corresponding points
from different lenslets. With prior 3D systems, for example,
the sudden changes in the depth of foreground focus in the
image caused eye muscles to fatigue quickly. With the present
embodiment, by matching the depth of the attention points in
the image in the scenes across cuts it (eye fatigue) will be
prevented and one is able to adjust depth in post-production.

In one embodiment, various camera angle computational
changes are made in post-production. When the camera is set
up in a particular way, one can slightly change the angle and
position of the camera in post-production using the informa-
tion provided by the plenoptic camera. In certain aspects, a
new camera can be synthesized from the image data. Addi-
tionally, a synthesized camera, given the part of the light field
that the synthetic camera captures, can be adjusted. Examples
of camera view adjustments, or new camera views that can be
created, include trucking (e.g., moving the camera forward
and backward), panning, tilting, zooming, etc.

In one embodiment, selective focus of the image field can
be accomplished using the light field information gathered by
the plenoptic camera. For example, in the same image, one
can focus on near field and far field, advantageously provid-
ing the ability to have everything in focus at all times. The
focus curves for the lenslet cameras typically have two depths
at which the focus is anomalous. At one depth all depth and
resolution information may be lost. The samples inside the
lenslet are the same at all pixels; it is convenient to have the
focus on one side of that depth either infinity or up close.
Focus control is about adjusting the camera to get the maxi-
mum amount of information out of it, e.g., to keep the low
resolution spots in places where you have no scene (image).

FIGS. 8-14 show various performance parameters for
superplenoptic lens components. FIG. 8 shows a Polychro-
matic Diffraction MTF (Modulation Transfer Function) for a
super plenoptic lens. FIG. 9 illustrates a spot diagram for a
super plenoptic lens. FIG. 10 illustrates a graph of Lens f# vs.
Lenslet f# vs. f-stops of a Prime lens and FIG. 11 illustrates a
graph of lenslets vs. image circle diameter for various light
field cameras. FIG. 12 illustrates image circle metadata for a
superplenoptic lens as shown in FIG. 7, and FIGS. 13A-13C
show lenslet vs. image circle metadata for the lens of FIG. 7.
FIG. 14 shows data for various motion picture prime lenses.
Focus Controller System

In one embodiment, a focus controller system includes two
focus control elements, one to control the position of the
prime lens relative to the lenslet array and another to control
the distance of the lenslet array relative to the relay lens
elements. For example, the prime can be adjusted for optimal
ormaximum replication (to capture alight field), e.g., arate of
4 or 8, or set at infinity, and the lenslet array element can be
adjusted to obtain optimal focus within each lenslet. FIG. 19
illustrates elements of a focus controller system according to
one embodiment. As shown, a first focus controller includes a
focus ring that allows for adjustment of the position of the
lenslet array element along the optical axis. Activation of the
focus ring, either manually or automatically (with a motor
coupled with a drive gear) in response to a control signal,
causes rotation of the ring, which changes the axial distance
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of the lenslet array due to the helical coupling between the
ring and a fixed feature. For automatic focus control, industry
standard follow focus automation can be used. Similarly, a
second focus control element or ring (not shown) is provided
to concomitantly or separately control the axial location of
the prime. The second ring can be either manually or auto-
matically controlled. Additionally, another focus control ele-
ment can be used for adjusting the focus of the field lens. In
general, one or multiple focus controllers can be included to
control focus of any or all of the field lens, the prime lens and
the lenslet array.

In one embodiment, a fiducial mark or edge is provided on
a lenslet array element to facilitate alignment of the lenslet
array in the imaging system. Such a fiducial mark also advan-
tageously reduces or eliminates the need to correct for mis-
alignment after the fact. FIG. 20 illustrates an example of a
lenslet array element (shown as an optical flat with no visual
detail shown of the lenslets, which can be circular, non-
circular, e.g., hexagonal, etc.) according to one specific
embodiment. The fiducial mark or edge at the bottom allows
for alignment verification. It should be noted that FIG. 20
shows a specific lenslet array element with specific param-
eters, however, it should be apparent that lenslet array ele-
ments with varying parameters can be used.

While the invention has been described by way of example
and in terms of the specific embodiments, it is to be under-
stood that the invention is not limited to the disclosed embodi-
ments. To the contrary, it is intended to cover various modi-
fications and similar arrangements as would be apparent to
those skilled in the art. Therefore, the scope of the appended
claims should be accorded the broadest interpretation so as to
encompass all such modifications and similar arrangements.

What is claimed is:

1. A system for plenoptic photography, the system com-
prising:

a)alenslet array element including a plurality ofhexagonal

shaped lenslets arranged in an array;

b) a sensor element; and

¢) an optical relay element comprising a field lens and

optical elements positioned between the lenslet array
element and the sensor element, the field lens being
configured to gather light refracted from the lenslet array
and the optical elements being configured to focus the
gathered light on to the sensor element, wherein the
position of the field lens relative to the lenslet array and
the optical elements of the optical relay element is
adjustable.

2. The system of claim 1 wherein the lenslet array element
includes a fiducial mark feature on a surface of the element to
assist with alignment of the lenslet array.

3. The system of claim 1 wherein the optical relay element
includes a field lens.

4. The system of claim 1 wherein the relay optical element
includes:

a first set of optical elements; and

a second set of optical elements, wherein the first set of

optical elements is configured and arranged to collimate
the gathered light and focus the collimated light onto the
second set of optical elements, and wherein the second
set of optical elements is configured and arranged to
focus the light onto the sensor element.

5. The system of claim 1 wherein the sensor element
includes one of a CCD sensor or a CMOS sensor or photo-
graphic film.

6. The system of claim 1 wherein the sensor element
includes a camera housing that holds a sensor.
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7. A plenoptic camera, comprising:

a prime lens having a focal plane;

a first focusing element coupled with the prime lens and
configured to adjust a position of the prime lens along an

5 optical axis;

a lenslet array element positioned proximal to the focal
plane;

a second focusing element coupled with the lenslet array
element and configured to adjust a position of the lenslet

10 array element along the optical axis;

a relay element comprising a field lens and optical ele-
ments positioned between the lenslet array element and
the sensor element, the field lens being configured to
collimate light refracted by the lenslet array and the

15 optical elements being configured to focus the colli-
mated light onto an image plane, wherein the position of
the field lens relative to the lenslet array and the optical
elements of the optical relay element is adjustable; and

a sensor positioned at the image plane.

50  8.The camera of claim 7 wherein each focusing element is

manually adjustable.

9. The camera of claim 7 wherein each focusing element is
automatically adjustable responsive to a control signal.

10. The camera of claim 7 wherein each focusing element

55 includes a servo motor coupled with a focus that automati-

cally adjusts a focus ring in response to a control signal
received from a controller subsystem.

11. The camera of claim 7 wherein the lenslet array element
includes a plurality of hexagonal shaped lenslets.

30  12.The camera of claim 7, wherein the lenslet array com-

prises:

an optical flat;

a plurality of lenslet features etched on the optical flat, the
plurality of lenslet features includes a plurality of hex-

35 agonal shaped lenslets arranged in an array.

13. The camera of claim 12, wherein the lenslet features
include at least one spherical shaped lenslet in addition to the
plurality of hexagonal shaped lenslets.

14. The camera of claim 12, wherein the lenslet array

40 further comprises:

a fiducial mark feature on the optical flat.

15. A plenoptic camera, comprising:

a prime lens having a focal plane;

a lenslet array element positioned proximal to the focal

45 plane;

a relay element, including a field lens and optical elements
positioned between the lenslet array element and the
sensor element, the field lens being configured to colli-
mate light refracted by the lenslet array and the optical

50 elements being configured to focus the light onto an
image plane, wherein the position of the field lens rela-
tive to the lenslet array and the optical elements of the
optical relay element is adjustable;

a sensor positioned at the image plane;

55  at least a first focusing element coupled with one of the
prime lens or the lenslet array or the field lens, and
configured to adjust a position of the prime lens or the
lenslet array or the field lens along an optical axis.

16. The camera of claim 15 further including a second

60 focusing element coupled with one of the prime lens, or the

lenslet array element or the field lens, and configured to adjust
a position of the prime lens, the lenslet array element or the
field lens along the optical axis.

17. The camera of claim 15 wherein the lenslet array ele-

65 ment includes a plurality of hexagonal shaped lenslets.
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